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Agenda

1. Steppingstones
to reference architectures

2. Smart, orchestrated
reference architectures

3. Applications/development of reference architectures

...focusing on Cyber-Physical Systems
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Recent trends

e Several solutions are already available from -ﬂ
public cloud providers for Internet of Things

Hybrid cloud will
continue to dominate

(loT) and Big Data application areas.
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Clouds in production systems: some non-trivial problems

e Application areas:
- Store and process sensor data

- Historical analysis, simulations, predictions, etc.
- Visulisation

* Industrial users face challenges when they intend to
benefit from cloud computing:

- migration of legacy and new applications into clouds
- their orchestrated deployment/maintenance,
- their on-demand scaling,

- portability, when a cost-efficient hybrid cloud or cloud
agnostic (vendor independent) solution is needed, etc.

=» emerging new software container and orchestrator solutions



Trends: cloud vs. container technologies
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Emerging cloud orchestration tools

*“Orchestration is the automated configuration, coordination, and

management of computer systems and software.” (including the
deployment and maintenance, i.e. the entire life-cycle)

e A number of tools exist for automation of server configuration and
management

- Ansible, Puppet, Salt, Terraform, AWS CloudFormation, etc.

e For container orchestration there are different solutions
- Kubernetes or

- managed services such as AWS EKS



Occopus hybrid cloud / container orchestrator

— Multi-cloud solution
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What is the next step?

NEW GENERATION OF

REFERENCE ARCHITECTURES

with advanced, smart orchestration methods

...along with new wave of Al tools and platforms



Background: Reference architectures for Al/ML

e For the various Al application
scenarios, the major cloud providers
offer reference architectures with

building blocks/connections
recommended practices, along with
considerations for

- scalability,

- availability,

- manageability,
- and security.

Browse Azure Architectures

Find architecture diagrams and technology descriptions for reference architectures, real world examples of
cloud architectures, and solution ideas for common workloads on Azure.
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Background: Reference architectures for Al/ML (cont.)

e Commercial reference architectures are available from several HPC
vendors:

- Hewlett Packard Enterprise elaborated its reference architecture for Al (inc. HW)
- IBM and other vendors provide similar solutions, etc.

e Concentrating on the manufacturing sector, a reference architecture has
been published by Fraunhofer IOSB.

- Designed for scalable data analytics in smart manufacturing systems, and complies with
the higher-level Reference Architecture Model for Industrie 4.0 (RAMI 4.0).

- Implemented and validated in the Lab Big Data at the SmartFactoryOWL based on
various open-source technologies (Spark, Kafka, Grafana).

All these approaches leverage mostly on open source tools and frameworks, such as TensorFlow or Apache Spark.
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Orchestrated Al/ML reference architectures
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Towards smart orchestration of reference architectures
= higher reliability by detecting/predicting critical failures
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What is the next step? L

APPLICATION &
DEVELOPMENT OF

REFERENCE ARCHITECTURES

... WITH THE CLOUD OF HUNGARIAN RESEARCH NETWORK



ELKH Cloud: major objectives @ 7 sk uisner  ELKH|Z2.,

ELKH Cloud

 Build a European-level computing
Infrastructure
* Open the existing cloud not only for ELKH- Hungagys ARG
o _ ] Intelligence Strategy
affiliated researchers but also for university 2020-2030

research groups
* Provide advanced support for Al research

« Assist researchers to adapt their applications
to ELKH Cloud by providing reference
architectures

 Engage in the ecosystem of the European
e-infrastructure developments




Capacity upgrade and ( ; ) 5 szak QisnEr  ELKH S,

user community statistics e
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Dissemination and utilization @ wisner  ELKH /.

ELKH Cloud

Scientific Online training Supported Supported Supported national
publications events research institutes universities labs

0000 + e O o 250+ MILAB ARNL
900 =

2021-22; 58 I rojects

trainees DH-LAB




Research on Cloud-based Big Data d |L_\J O, szra @iBnEr  ELKH =

platform for Autonomous Systems Bl Cloud

e Component and functional design of vehicles

* Cyber-physical manufacturing and logistics

ELKH Cloud
syste ms
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* Infrastructure development related to Zalazone J
* Operation of autonomous systems 3

* Testing and validation in industrial
environment
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Reference architectures

@ (/5 SZTAKI Qisner ELKH e,

ELKH Cloud

* Reference architectures are pre-made
software environments that

 serve for well-defined application areas
« can be set up rapidly with an orchestrator
« are well documented, tested, and reliable

¢« Home Resource

Reference architectures

Artificial intelligence

Clusters  Artificial intelligence Dataoriented Bigdata Artificial intelligence
Horovod cluster JupyterLab development
environment

Horovod is a distributed deep learning

framework for TensorFlow, Keras, Pytorch JupyterLab is a next-generation web-based
and Apache MXNet. It was originally user interface for Project Jupyter, an
developed by Uber, for the interactive development environment for

handling Jupyter Notebooks
_>
.9

Machine Data-
learning  oriented

Generic Cluster Big Data
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Distributed deep learning on

virtualized multi-GPU platform

@ (/5 SZTAKI Qisner ELKH e,

ELKH Cloud
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H2020 NEANIAS: EOSC services for C(_ ‘_\ s sner  EIKH B
underwater, space & atmosphere research

ELKH Cloud

«ll\ AR
NERNAS O “saze .
777 = http:/ineanias.eu HOROVOD service

,on-boarding” for EOSC

By * GolENCE LLOUD @ (& SARR

ELKH Cloud

Funded by the Horizon 2020
Framewori K Programme of the
Europeaan Union
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... on the EOSC marketplace

ELKH Cloud

Allresour... v | Q ‘ My EOSC Marketplace

B SCIENCE CLOUD

{nt » Resources » Access physical & elnfrastructures » Compute » Job Execution » Distributed Deep Learning by Horovod

Distributed Deep Learning by Horovod

DDLbH

deep learning, distributed, horovod

Organisation: INSTITUTE FOR COMPUTER SCIENCE AND CONTROL &) ORDER REQUIRED

(0.0 /5) 0reviews Add to comparison Add to Favourites

Webpage Helpdesk Helpdesk e-mail Manual Ask a question about this resource?

ABOUT DETAILS REVIEWS (0)

SCIENTIFIC CATEGORISATION

Distributed Deep Learning by Horovod S

Providing researchers a reliable platform designed For performing distributed deep learning operations with great scaling
Engineering &

efficiency
Technology

The Distributed Deep Learning by Horovod service aims to provide the infrastructure, resources and libraries to its users in order

to perform effective distributed training of deep neural networks.




 Joining EGI Cloud federation
as a provider

e Supporting Hungarian and
European researchers as
cloud provider:

* OpenBioMaps
* Al4PublicPolicy

 Future plan: Supporting
Hungarian and European

researchers as data
; ) EUROPEAN OPEN
repository provider Z39 * SCIENCE CLOUD Q‘b

ELKH Cloud




ELKH Cloud In RI ( ; ) (/5 SZTAKI Q@iEner ELKH| &,

SLICES ESFRI ELKH Cloud

SLICES, first in digital sciences to entered the ESFRI Roadmap
2021

Launched in 2017 SLICES is an RI to support the academic and
Industrial research community that will design, develop and
deploy the Next Generation of Digital Infrastructures

« SLICES Rl is a distributed RI providing several specialized
Instruments on challenging research areas of Digital
Infrastructures, by aggregating ROADMAP 2021

* networking, computing and storage resources across STRATEGY
countries, nodes and sites REP[]RT

N . . . | ON RESEARCH
« Scientific domains networking protocols, radio technologies, INFRASTRUCTURES
services, data collection, parallel and distributed computing and
in particular cloud and edge based computing architectures and
services




ELKH Cloud in the ( ; ) 5 szak QisnEr  ELKH S,

SLICES ESFRI programme TR

 The SLICES ESFRI program builds an international digital infrastructure
to enable IT-oriented research and experiments

« Current infrastructures in the program:
 SILECS-FIT / OnelLab, France
* NITOS - UTH, Greece
e Open5GLa - EURECOM, France
 PIONIER-LAB, Poland
« 5TONIC, Spain
e LeonR&Do - COSM, Greece
 5G Test Network (5GTN), Finland
 FIT-R2lab - INRIA, France
| KH Cloud — SZTAKI, Hungary
« TUM lab, Germany
« CNR lab, Italy




ELKH Cloud in ( ; ) 5 szak QisnEr  ELKH S,
SLICES ESFRI ELKH Cloud

Scientific Large-Scale Infrastructure for Computing &

. . . . . ) °
Communication Experimental Studies — Starting slices OPEN CALL
Community (SLICES-SC) project builds a community
of researchers around SLICES-RI, which offers the o Free, transnational access to
necessary solutions to create and manage efficiently state-of e e OO
IT-related experiments. il ,
e Full logistical, technological, and

» SLICES-SC investigates a facilitated access for scientific support

the experiments e Opportunity to work with top

o experts

» Ensures the reproducibility of the research » Flexible solutions with physical

eXperi ments and remote access options and

full financial support if needed

» Validates experiment results thanks to competitive travel

grants

» Publishes results in open data access

SLICES-SC provides free of charge physical or _ Apply by Sep 30

remote access to its available infrastructures for
selected user groups.

For more info visit www.slices-ri.eu



Conclusion

e Divergence: cloud providers, open-source / proprietary code, software stack
e Convergence: standards, containers, orchestration, reference architectures

1. Potential advantages of orchestrated reference architectures:
- faster development/delivery
- lower costs at each stages

- higher quality (user satisfaction)

2. ...still several challenges: how to make them really “smart” by
1. addressing all the typical non-functional requirements, and

2. covering every complex application areas/sectors
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